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Abstract—Increasing growing of electricity demand and en-
vironmental issues bring huge incentives to electric vehicles
(EVs) market. EVs will improve the functionalities of present
power system. On the other hand, unscheduled high penetration
of EVs may have detrimental effects on power system perfor-
mance. This project studies the electric EV charging scheduling
problem under a charging station scenario, aiming to offer
an optimal policy to optimize the battery configuration based
on load prediction. Different from most existing works, we
develop a charging scheduling based on Reinforcement Learning
(RL) approach incorporating the practical battery charging
characteristic, and design an intelligent charging management
mechanism to maximize the interests of both the customers and
the charging operator. These studies demonstrate that RL driven
policy performs better in maximizing profit for EV charging
station.

Electric Vehicle, Reinforcement Learning, Markov Decision
Process

I. INTRODUCTION

International commitments to reduce carbon dioxide (CO2)
emissions- the most common and pervasive greenhouse gas-
has fuelled efforts to decarbonize the traditional transport
sector. Nowadays electric vehicles (EV) has become a rea-
sonable and acceptable alternative to the conventional fossil
fuelled vehicle. With the gradual increment of EVs the power
load profile in distribution networks are prone to significant
change. This in order to accommodate more clean energy, to
reduce carbon emission and to alleviate peak charging loads
convenient and publicly feasible EV charging infrastructure is
needed.
Whereas, most existing literature has designed their charging
scheduling model based on the assumption that future EV
arrivals and electricity prices are known to charging stations
when pricing and scheduling decisions are made.

In recent years, numerous day-ahead scheduling approaches
have been proposed for this problem [1],[2]. For instance,
in order to handle the uncertainty in electricity price, [1]
developed a robust optimization approach for residential EV
charging scheduling. Similarity, [3] proposed an information-
gap-decision based approach to deal with the uncertainty in
electricity price and optimize day-ahead scheduling of EV
fleet. In [4], [5], EV fleet was formulated as a probabilistic
virtual battery model, and scenario-based robust approaches
were proposed to deal with the uncertainty of the EV users
commuting behavior and the balancing requests. [6] studied
the day-ahead scheduling of battery swapping stations where
the uncertainty of the battery demand and the electricity price

was modeled by inventory robust optimization and multi-
band robust optimization, respectively Due to the existence of
randomness in traffic conditions, users commuting behavior,
and pricing process of the utility, EV arrival and departure
time, EV energy consumption, and electricity prices are dy-
namic and time-varying. Therefore, efficiently managing EV
charging/discharging to reduce the cost becomes challenging.

Real-time scheduling strategies that can respond to dynamic
charging demand and time-varying electricity prices have
attracted a lot of attention recently. For example, [7] developed
a binary programming-based strategy to coordinate multiple
EVs charging in a parking station in response to real-time
curtailment request from the utility. [8] offered a formulation
for the coordinated charging problem which considered the
plug-in and plug-off frequency. Then, a real-time greedy
algorithm is designed to.

Recently, model-free approaches which do not need any
system model information have achieved great success in com-
plex decision-making application [9]. This success has inspired
the development of model-free approaches for smart grid
applications [10],[11]. Compared to model-based approach,
the advantage of the model-free approach is that it can learn
a good control policy based on reinforcement learning (RL)
and does not rely on any knowledge of the system [11].

Neural network has the potential of being universal approx-
imator [12] and has been widely used for RL [13],[14]. In
recent years, deep neural network achieved promising results
in learning complex mapping from high-dimensional data. By
utilizing deep neural network, deep RL has obtained significant
success in many complex decision-making applications. For
instance, a deep Q-network has achieved a level comparable
to that of a professional human in the Atari 2600 [9]. LSTM
has already showed promising result in predicting sequential
information because of their capability to exploit long term
dependencies among different sequence. However, to the best
of our knowledge, application of LSTM in RL structure for an
optimal policy in realtime EV charging/discharging problem
has not been reported in the literature.

In this paper, the EV charging/discharging scheduling prob-
lem is formulated as value-iteration algorithm from the charg-
ing stations perspective. The objective is to find an optimal
charging/discharging policy to take full advantage of the pre-
dicted real-time demand while fulfilling users driving demand.
A model-free approach is proposed to determine the optimal
schedules in a real-world scenario based on the deep RL. The
proposed approach uses the predicted electricity prices in a



specific time slot and battery State Of Charge (SOC) in that
time slot as inputs, and outputs real-time charging/discharging
polices. Unlike the traditional model-based methods, the pro-
posed approach does not require any external system model
information. Numerous experimental results demonstrate the
effectiveness of the proposed approach.

The contributions of this paper are fourfold.
• Long Short Term Memory (LSTM) has been applied for

predicting the demand with real-word data-set.
• A RL based approach has been proposed in order to

design an optimal policy using the predicted demand to
maximize the profit from charging station perspective.

• Based on the predicted demand an exponential pricing
policy has been proposed in order to give customer
flexibility to shift their demand in the lower price zone.

• Finally, based on the optimal scheduling policy profit/loss
has been estimated for different battery size deployed in
charging station for a period of one month.

II. PROBLEM DEFINITION

We formulate the real-time EV charging/discharging
scheduling problem from the charging stations perspective.
The time interval between two adjacent steps is one time slot,
i.e. on-peak, mid-peak and off-peak. At time slot t, we observe
the system state st which includes the information about the
remaining charge in the charging station’s battery and the
past 48-hour electricity prices. Based on this information, we
will choose the charging/discharging action at. This action
represents the amount of energy that the station battery will
charge or discharge during this time interval. After executing
this action, we can observe the new system state st+1 and
choose the new charging/discharging action at+1 for time step
t+ 1. Thus to summarize we can define our problem as

“Given a fixed battery capacity in a charging station, pre-
dicted time-series load and real-time energy price, an optimal
battery configuration for the EV station has been determined
in order to decide whether to sell electricity to customer or to
buy electricity from grid such that profit of charging station
is maximized. ”. Finally, the proposed optimal policy has
been enumerated for all possible battery sizes, which can be
deployed in a charging station in order to observe the optimal
profit for a specific charging station.

III. PROPOSED APPROACH

It is difficult to analytically determine the optimal policy
π∗ since the future electricity prices and users commuting
behavior are unknown. A reinforcement learning (RL) solution
is to iteratively update the value function Q(s, a) based on
demand prediction and proposed RL strucuture.

The LSTM network extracts discriminative features from
the electricity price. After concatenating these features with
battery SOC, the concatenated features are fed into a Q net-
work to approximate the action-value of all feasible schedules
under the given time slot. The schedule with the largest action-
value is selected as the EV charging/discharging schedule. In
the following subsections all necessary models, i.e LSTM,

Fig. 1. An Unfolded LSTM Network

Value Iteration for RL, Training RNN, EV charging scheduling
policy, Pricing Policy, Profit estimation of different battery size
of our porpoised approach will be presented.

A. Long Short Term Memory (LSTM)

Extracting discriminative features from the raw data is a cru-
cial step to improve the value function approximation. Good
features should contain the information about the charging
demand trends. With these features, the scheduling policy
can maximize the profit for a charging station. In this paper,
a LSTM network is proposed to extract these features, i.e
charging demand trend.

Since electricity price fluctuates in a periodic way and has a
natural temporal ordering, it is reasonable to infer future price
trends from past electricity prices. Long Short-Term Memory
(LSTM) network is known for its strong ability to model
the time dependencies of time-series data [39], [40], and has
achieved promising results in smart grid applications, such as
load forecasting [16], [17].

The idea behind the LSTM network is to make use of
sequential information, such as the real-time charging demand.
LSTM network performs the same processing for every ele-
ment of the sequence, with the output being dependent on
the previous computations. The information about what has
been The idea behind the LSTM network is to make use
of sequential information, such as the real-time electricity
prices. LSTM network performs the same processing for every
element of the sequence, with the output being dependent on
the previous computations. The information about what has
been calculated so far can be stored or “memorized” in the
LSTM cells. The typical structure of an LSTM network is
shown in fig. (1).

The structure of the LSTM cell is shown in Fig. 3. The
key to the LSTM network is the cell state ct. The LSTM
network has the ability to add information into or remove in-
formation from the cell state, carefully regulated by structures
called gates. Gates are a way to optionally let information
through. Specifically, an input gate determines the amount of
information to be added into the cell state while a forget gate
determines the amount of information to be inherited from
the previous cell state ct1. The input gate and forget gate are
shown in Eq. (1) and (2) respectively,

it = σ(Wi ∗ dt +Ri ∗ yt−1 + bi) (1)



ft = σ(Wf ∗ dt +Rf ∗ yt−1 + bf ) (2)

where Wi, Ri, Wf , and Rf are the matrices of weights for
the input gate and forget gate; bi, and bf are the vectors of
biases for these gates; σ is the sigmoid function that outputs
numbers between 0 and 1, describing how much of information
should be let through.

The input information zt is shown as

zt = h(Wz ∗ dt +Rz ∗ yt−1 + bz) (3)

where h denotes the hyperbolic tangent function; Wz and
Rz are the matrices of weights; bz is the vector of biases. The
input gate would determine the amount of zt to be added into
the cell. Therefore, the cell state is calculated as

ct = it � zt + ft � ct−1 (4)

Where � represents the element-wise multiplication opera-
tion; it � zt denotes the amount of information to be added
from zt; ft � ct−1 denotes the amount of information to be
inherited from the previous cell state ct−1. The output of the
cell is determined by the output gate ot = σ(Wo ∗ dt + Ro ∗
yt−1 + bo), where Wo, Ro are the matrices of weights and bo
is the vector of biases. Thus, output of the cell can be shown
by

yt = ot � h(ct) (5)

The output of the LSTM network, yt, is concatenated with
the battery SOC which is a scalar. These concatenated features,
xt, contain information about both the future price trends and
the battery SOC. The information of the future price trends
is essential to reduce the charging cost, while the information
of the battery SOC is important to ensure the profit of the
charging station will be maximized. Then, these concatenated
features are fed into the Q network to approximate the optimal
action-value function.

B. Value-Iteration for RL

Environment: Physical world in which the agent operates.
Action (A): All the possible moves that the agent can take.
State (S): Current situation returned by the environment.
Reward (R): An immediate return send back from the envi-
ronment to evaluate the last action.
Policy(π): Policy is the strategy that the agent employs to
determine next action based on the current state. Thus this
policy function returns an action given a current environment
state.

π(S) : S → A (6)

State transition model (p(st+1|st, at)): State transition model
defines how the agent enters into a new state st+1 from it’s
current state st having taken an action at. Reward Model
(p(rt+1|st, at): Reward model describes the real number
(termed as reward) that the agent receives from the environ-
ment after performing an action and entering to the next state.
Discounting Factor (γ): It controls the importance of future

rewards Value Function (V πs ): The value function represents
how good is a state for an agent to be in. It is expressed
as expected total discounted reward agent get when starting
from a state s and reach to the terminal state after vising all
immediate states following a fixed policy π. Thus, for a given
policy π to select actions, the corresponding value function is
given by

V πs = E[

T∑
i=1

γi−1ri|St = s] ∀s ∈ S (7)

Among all possible value-functions (under different polices),
there exist an optimal value function (optimal policy) that has
higher value than other functions for all states and thus, it is
denoted by

V ∗
s = maxπV

π
s ∀s ∈ S (8)

The optimal policy π∗ is the policy that corresponds to
optimal value function. So,

π∗ = argmaxπV
π
s ∀s ∈ S (9)

C. Prediction of Charging Demand using LSTM

In order to predict the current time slot demand dt, pre-
vious two day’s total demand, weekday or not, sine(day),
cosine(day), demand at three previous time slot dt−1, dt−2

and dt−3 has been used as input features. Other parameters
regrading the prediction model will be described in the result
section.

D. Profit Maximization for EV stations

We designed our framework in order to maximize the profit
for EV charging stations. For maximizing the profit we used
value iteration mechanism which has been outlined in the
previous section (III-B). The parameters related with our value
iteration are provided below

1) State: Our state is consisted of { battery Charge Condi-
tion, hours in the day, load in that specific time }

a) Battery Charge Condition: Our battery condition in
the EV stations are divided into 100 slots, each slot corre-
sponding to remaining charge in percentage in the battery. For
our problem we design our policy such that battery charge
always remain in a certain limit in order to maximize the
battery lifetime. We assume that battery charge of both < 20%
and > 80% are injurious to the health of the battery.

b) Hours in the Day: As we are maximizing the savings
at the end of the day, that’s why we described our day in 24
discreet space, each space being considered as one hour.

c) Demand in a specific time-slot: From our data-set we
saw that the demand increases according to the different peak
hours. A visualization of such is given below

2) Action: Our action is consisted of { how much we are
charging and how much we are discharging }

a) Charging Quantity: During taking action our RL
agent can get charged whatever it needs.



Fig. 2. Pricing Policy

b) Discharging Quantity: But during discharging RL
agent discharges just according to the demand of the coming
EVs.

3) Reward: We are considering reward as { how much EV
stations are making at the end of the day}. For constructing
the reward structure our corresponding assumptions are listed
as below.

1) Penalize the agent if it charges the battery more than
80%.

2) Penalize the agent if it discharges more letting battery
charges less than 20%.

E. Determining Pricing Policy

In our RL environment we do not sell any energy to the
national grid rather we limit our buying and selling just in
charging and discharging respectively. In order to maximize
our profit we followed the policy of varying the price accord-
ing to the demand.

Price = e(
Demand−Low

High−Low ) × unit price (10)

The motivation of such pricing policy (refer to fig. 2)is to give
user full flexibility to shift their demand into lower price zone
to minimize their cost also which will further result in shifting
load to the off-peak hours.

F. Cost Optimization for different battery size

Finally, our proposed optimal scheduling policy has been
enumerated all possible battery sizes to be deployed at the
charging station and the profit/loss has been evaluated for each
battery size over one month. Detail analysis of this policy will
be given in the result section.

IV. EXPERIMENTAL ANALYSIS

We evaluate the performance of our model with a con-
fidential dataset. It contains 7 years data of numbers of
charging station for EV in Utah, which and what type of
vehicle are attending those charging stations, charging interval,

charging port and charging quantity of each vehicle and energy
consummations in each instance.

A. Data-set

The Dataset [18] includes energy consumption of each
electric vehicle of different types, for each charger in every
station.

B. Dataset Pre-processing

In order to better understand the overall scenario we divided
each day into on-peak, mid-peak and off-peak hours. On-peak,
mid-peak and off-peak are seen to be the following from our
data-set for winter and summer seasons respectively.
For summer seasons.

1) on-peak: 8 am - 11 am, 6 pm - 7 pm
2) mid-peak: 12 pm -5 pm
3) off-peak: 12 am - 7 am 8 pm -12 pm

For winter seasons

1) on-peak: 12 pm - 5 pm
2) mid-peak: 8 am - 11 am, 6 pm -7 pm
3) off-peak: 12 am - 7 am, 8 pm -12 pm

For both seasons, whole day of Saturday and Sunday are
considered as off-peak.

C. LSTM Prediction of current demand

For this part, we segmented every instances of each station
so that we can use it as a station-wise training dataset to
train our prediction model. For the prediction model we use
previous one year dataset to train the model. Our dataset is
designed to provide us demand on three kind of time slot,
i.e. on-peak, mid-peak and off-peak. LSTM prediction model
is designed to give the demand prediction of next time slot.
For reader’s convenience feature structure and output of the
model are given below.

Feature = Previous one year’s [total demand in on-peak,
mid-peak and off-peak , weekday or not, sine(day), co-
sine(day), demand at time slot t − 1, demand at time slot
t− 2].
Output = total demand in current time-slot

cosine(day of the year) = cos
(2× π × i)

365
(11)

sine(day of the year) = sin
(2× π × i)

365
(12)

Fig. (4) and fig. (5) is a visualization of demand as a
function of day and time for a station in SLC and prediction
for next time slot using demand from previous three time slots
respectively. It can be concluded that even after having a large
amount of randomness in the available real-world dataset (fig.
4) our prediction model performed quite well (fig. 5) reaching
an accuracy of 68%.



Fig. 3. Charging/ Discharging Scheduling for EV

Fig. 4. Randomness of Data

D. Optimal Charging/Discharging Schedule for EV using
Value Iteration

Fig. (3) answers our following queries provided through
optimal policy scheduling for EV charging station.

1) How much demand charging station expect at each time

Fig. 5. Prediction heatmap

slot for two days?
2) What Battery state of charge (SOC) at each time slot

should be maintained?
3) In order to maintain that SOC at each time slot what

action (charging/discharging) need to be performed?
4) To perform that action how much electricity need to be



Fig. 6. Total Profit by Varying Battery Capacity

bought from grid?
5) What is the cumulative profit at each time slot?

respectively. A careful attention to the Fig. (3) gives us
following observation

1) Battery tends to buy electricity exhaustively at off-peak
hour in order to exploit the lower cost at off-peak time
slot.

2) Battery tends to sell electricity from its storage during
high demand because of our proposed pricing policy, to
maximize the profit.

E. Cost Optimization for different battery size:

Finally, The proposed RL agent enumerated possible battery
sizes to be deployed at the charging station and the profit/loss
has been evaluated based on optimal scheduling, for each
battery size over one month in fig. (6). The observation in
(6) can be outlined as follows

1) Total profit increases with the size of the battery.
2) After a certain capacity total profit doesnt increase that

much.
3) If battery size ≥ a days demand, agent tends to buy

all the demand in off-peak hour and sell all day along.
For this reason, after meeting that certain capacity profit
tends to become more stable.

V. CONCLUSIONS

The primary motivation of this project was to develop an
optimal policy based on RL in order to optimize cost from both
customer and charging station perspective. In the near future,
with the increasing availability of more dataset related with
charging station this optimal policy will play a crucial role in
balancing between profit maximization of charging station and
users satisfaction.
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